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Abstract: One of the main challenges facing in the image de-noising is to identify the type of 

noise and to implement the technique for removing the noise from images. Fewer knowledge 

about the noise means lesser the performance. This situation in image de-noising is critical 

and can be handled by implementing various techniques for de-noising the image. This paper 

describes the proposed approach for image de-noising using wavelets.  The various 

algorithms are implemented and critically analyzed. Relevant issues such as Noise Removal, 

the influence of Noise, and system evaluation are discussed, and several parameters are 

described for the performance metrics with the comparison of existing techniques.  Finally 

the proposed technique is implemented and comprehensively analyzes to test its efficiency 

considering PSNR, Time Complexity, MAE and  MSE. 
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I. Introduction 

An image may be defined as a two-dimensional function, f(x, y), where x and y are spatial 

(plane) coordinates, and the amplitude of f at any pair coordinates (x, y) is called the intensity 

or gray level of the image at that point [2][4]. When (x, y) and the amplitude values of f are 

all finite, discrete quantities, we call the image a digital image as shown in figure 

1.Therefore, a digital image is a two-dimensional array of small square regions known as 

pixels. 

 

Figure 1.1 “Representation of an Image in 2D-Plane” 

Ii. Image De-Noising 

There are two basic approaches to image de-noising, spatial filtering methods and transform 

domain filtering methods. 
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A traditional way to remove noise from image data is to employ spatial filters. Spatial filters 

can be further classified into non-linear and linear filters. 

A. Non-Linear Filters 

With non-linear filters, the noise is removed without any attempts to explicitly identify it. 

Spatial filters employ a low pass filtering on groups of pixels with the assumption that the 

noise occupies the higher region of frequency spectrum. 

B. Linear Filters 

A mean filter is the optimal linear filter for Gaussian noise in the sense of mean square error. 

Linear filters too tend to blur sharp edges, destroy lines and other fine image details, and 

perform poorly in the presence of signal-dependent noise. 

Iii. Image Metrics 

The quality of an image is examined by objective evaluation as well as subjective evaluation. 

For subjective evaluation, the image has to be observed by a human expert. The human visual 

system (HVS) is so complicated that it is not yet modelled properly. Therefore, in addition to 

objective evaluation, the image must be observed by a human expert to judge its quality. 

There are various metrics used for objective evaluation of an image. Some of them are mean 

squared error (MSE), mean absolute error (MAE) and peak signal to noise ratio (PSNR) [7] 

[10]. 

Then, MSE and RMSE are defined as: 

MSE =
  [f  x, y − f x, y ]2N

y=1
M
x=1

MxN
 

The MAE is defined as: 

MAE =
  [f  x, y − f x, y ]N

y=1
M
x=1

MxN
 

Since the Mean square error (MSE) represents the noise power and the peak signal power is 

unity in case of normalized image signal, the image metric peak signal to noise ratio (PSNR) 

is defined as: 

PSNR = 10 log10  
1

MSE
 dB 

The PSNR is defined in logarithmic scale, in dB. It is a ratio of peak signal power of 

corrupting noise that affects the fidelity of its representation. 

Iv. Implementation Of Proposed Approach 

(a) Results for Salt& peppers noise with standard deviation σ= 0.4 for Peppers Image 
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Results for image “Peppers” Noise type= Salt & Peppers and  standard deviation (σ) =0.4 (a) 

Original image of Peppers(256*256) (b) Noisy Image of Peppers(256*256) (c) De-noised of 

“Peppers” by Donoho Soft Thresholding (d) De-noised of “Peppers” by Donoho Hard 

Thresholding (e) De-noised of “Peppers” by Wavelet Thresholding  (f) De-noised of 

“Peppers” by Bayesian De-Noising (g) De-noised of “Peppers” by Bayes Shrinkage De-

Noising (h) De-noised of “Peppers” by BLS-GSM De-Noising (i) De-noised of “Peppers” by 

Proposed Method. 

(b) Results for Zero Mean Gaussian white Noise with standard deviation σ= 0.4 for Peppers 

image 

 

Results for image “Peppers” Noise type= Zero Mean Gaussian Noise and standard deviation 

(σ) =0.4 (a) Original image of Peppers (256*256) (b) Noisy Image of Peppers(256*256) (c) 

De-noised of “Peppers” by Donoho Soft Thresholding (d) De-noised of “Peppers” by Donoho 

Hard Thresholding (e) De-noised of “Peppers” by Wavelet Thresholding  (f) De-noised of 

“Peppers” by Bayesian De-Noising (g) De-noised of “Peppers” by Bayes Shrinkage De-

Noising (h) De-noised of “Peppers” by BLS-GSM De-Noising (i) De-noised of “Peppers” by 

Proposed Method. 

(c)  Results for Speckle Noise with standard deviation σ= 0.4 for Peppers image 

 

Results for image “Peppers” Noise type= Speckle Noise and  standard deviation (σ) =0.4 (a) 

Original image of Peppers (256*256) (b) Noisey Image of Peppers(256*256) (c) De-noised 

of “Peppers” by Donoho Soft Thresholding (d) De-noised of “Peppers” by Donoho Hard 
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Thresholding (e) De-noised of “Peppers” by Wavelet Thresholding  (f) De-noised of 

“Peppers” by Bayesian De-Noising (g) De-noised of “Peppers” by Bayes Shrinkage De-

Noising (h) De-noised of “Peppers” by BLS-GSM De-Noising (i) De-noised of “Peppers” by 

Proposed Method. 

V. Proposed Approach  

The detailed algorithm for the proposed approach is given as follows. 

1. Assume D(i, j) is a window centred at pixel d(i, j) with a window size of 2k + 1 

(where k is an integer). In this case, the window size is equal in both dimensions and 

has to be an odd number, such as 3, 5, 7, etc. 

2. Calculate the median value of pixel by using:  

Y(m,n) = median {x ( i, j), i, j ) €w} 

3.  To calculate the local mean and local standard deviation, it is necessary to first 

obtain the sum S (i, j) of the entire N (i,j) pixel values in the moving window. 

S i, j =  i+k
m =i−k  d(m, n)

j+k
n=j−k ………………..(1) 

N i, j = (2k + 1)2……………………………………(2) 

4. The local mean μ(i, j) of the moving window D is then computed as 

μ i, j =
S(i,j)

N(i,j)
………………………….……..............’(3) 

5. The local standard deviation σ(i, j) is calculated as 

 

σ i, j =
   (d i,j −μ i,j )2i+k

n =i−k
i+k
m =i−k

N(i,j)
…………..(4) 

6. Valid pixels are then identified and labelled in a separate mask with moving window 

L cantered at l(i, j). For every pixel l(m, n) 

 

l m, n = 0 if d m, n < 𝐿𝐵 i, j  or d(m, n) > 𝑈𝐵(𝑖, 𝑗) …      (5) 

l m, n = 1   if LB i, j  ≤  d(m, n) ≤ UB(i, j)………             (6) 

Where i – k ≤m, n ≤i + k, 

0 indicates noise and 1 a valid pixel. It is important to note that a non-central pixel 

outside the range in the current moving window may not be a speckle in another 

moving window centred on it. 

      7. Reconstruction of wavelet decomposition is done. 

      8. End. 
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Vi. Mse Vs Noise Variance (Sigma) Of Salt & Peepers Noise For Peppers (256 X 256) 

Image 

 

MSE for Peppers with Salt & Peppers Noise 

Vii. Mae Vs Noise Variance (Sigma) Of Salt & Peepers Noise For Peppers (256x256) 

Image 

 

MAE for Peppers with Salt & Peppers Noise 

Viii. Psnr (In Db) Vs Noise Variance (Sigma) Of Salt & Peepers Noise For Peppers 

(256x256) Image 

 

PSNR for Peppers with Salt & Peppers Noise 
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The above figure shows the relationship between MSE and standard deviation(σ) of Peppers 

image using Donoho Soft Thresholding (Blue Colour),  De-Noised by Donoho Hard 

Thresholding (Green Colour),  De-noised by Wavelet Thresholding (Red Colour), De-Noised 

by Basian Thresholding (Light Blue Colour), De-noised by Bayes Shrinkage (Magenta 

Colour),  De-noised by BLS (Yellow Colour), De-noised by Proposed Approach (Gray 

Colour).  

It is very clear from the plot that there is decrease in MSE value of image with the use of 

proposed method over other methods. This decrease represents improvement in the objective 

quality of the image. 

Ix. Mse Vs Noise Variance (Sigma) Of Zero-Mean Gaussian White Noise for Peppers 

(256x256) Image 

 

 

MSE for Peppers with Gaussian Noise 

X. Mae Vs Noise Variance (Sigma) Of Zero-Mean Gaussian White Noise for Peppers 

(256x256) Image 

 

 

Xi. Psnr (In Db) Vs Noise Variance (Sigma) Of Gaussian White Noise for Peppers 

(256x256) Image 
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The above figure shows the relationship between MSE and standard deviation(σ) of Peppers 

image using Donoho Soft Thresholding (Blue Colour),  De-Noised by Donoho Hard 

Thresholding (Green Colour),  De-noised by Wavelet Thresholding (Red Colour), De-Noised 

by Basian Thresholding (Light Blue Colour), De-noised by Bayes Shrinkage (Magenta 

Colour),  De-noised by BLS (Yellow Colour), De-noised by Proposed Approach (Gray 

Colour).  

It is very clear from the plot that there is decrease in MSE value of image with the use of 

proposed method over other methods. This decrease represents improvement in the objective 

quality of the image. 

Xii. Mse Vs Noise Variance (Sigma) Of Speckle Noise For Peppers (256x256) Image 

 

MSE for Peppers with Speckle Noise 

 

Xiii. Mae Vs Noise Variance (Sigma) Of Speckle Noise for Peppers (256x256) Image 

 

MAE for Peppers with Speckle Noise 
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Xiv. Psnr (In Db) Vs Noise Variance (Sigma) Of Speckle Noise for Lena (256x256) 

Image 

 

 

 

 

The above figure shows the relationship between MSE and standard deviation(σ) of Peppers 

image using Donoho Soft Thresholding (Blue Colour),  De-Noised by Donoho Hard 

Thresholding (Green Colour),  De-noised by Wavelet Thresholding (Red Colour), De-Noised 

by Basian Thresholding (Light Blue Colour), De-noised by Bayes Shrinkage (Magenta 

Colour),  De-noised by BLS (Yellow Colour), De-noised by Proposed Approach (Gray 

Colour).  

It is very clear from the plot that there is decrease in MSE value of image with the use of 

proposed method over other methods. This decrease represents improvement in the objective 

quality of the image. 

Xv. Execution Time (Sec.) Vs. Noise Variance (Sigma) For Peppers Image With Salt & 

Peppers Noise 

 

Execution Time for Peppers with Salt & Peppers Noise 
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Execution time (sec.) Vs. Noise variance (Sigma) for Peppers image with Gaussian Noise 

 

Execution Time for Peppers with Gaussian Noise 

Execution time (sec.) Vs. Noise variance (Sigma) for Peppers image with Speckle Noise 

 

Execution Time for Speckle Noise 

 

 

From the above graph it is very clear that the proposed approach take less time over the 

existing techniques. The proposed approach is tested using Donoho Soft Thresholding (Blue 

Colour), de-Noised by Donoho Hard Thresholding (Green Colour), de-noised by Wavelet 

Thresholding (Red Colour), de-Noised by Basian Thresholding (Light Blue Colour), de-

noised by Bayes Shrinkage (Magenta Colour), de-noised by BLS (Yellow Colour), de-noised 

by Proposed Approach (Gray Colour).  

So It is very clear from the below given plots that there is very less time complexity with the 

use of proposed method over existing methods. This decrease represents improvement in the 

objective quality of the image. 
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Xvi. Conclusion And Future Scope 

From the experimental and mathematical results it can be concluded that for salt and pepper 

noise, the median filter is optimal compared to mean filter and LMS adaptive filter. It 

produces the maximum SNR for the output image compared to the linear filters considered. 

The LMS adaptive filter proves to be better than the mean filter but has more time 

complexity. It has been observed that BayesShrink is not effective for noise variance higher 

than 0.05. De-noising salt and pepper noise using proposed method has proved to be 

efficient due to adaptive median filter used in it. When the noise characteristics of the image 

are unknown, de-noising by multi fractal analysis has proved to be the best method. Since 

selection of the right de-noising procedure plays a major role, it is important to experiment 

and compare the methods. V a r i o u s  t e c h n i q u e s  s u c h  a s  Fuzzy logic and neural 

network can be used for the rate of successful classification & for determine the ultimate 

measure by which to compare various de-noising procedures for the future part. 
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