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ABSTRACT 

The tremendous amount of data produced now a days in various application domains such as 

molecular biology or geography can only be fully exploited by efficient and effective data 

mining tools. One of the primary data mining tasks is clustering, which is the task of partitioning 

points of a data set into distinct groups (clusters) such that two points from one cluster are 

similar to each other whereas two points from distinct clusters are not. The detection of clusters 

in a given dataset is important for data analysis. This paper presents a possible DBSCAN 

clustering algorithm implementation. DBSCAN algorithm is based on density reachable and 

density connected point. Adding distributed SR-tree technique to density clustering algorithm we 

can improve clustering results. 
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I. Introduction 

 

Due to the enormous amount of data in various application domains, the requirements of 

database systems have changed. Techniques to analyze the given information and find so far 

hidden knowledge are mandatory to draw maximum benefit from the collected data. Knowledge 

Discovery in Databases (KDD) is an interdisciplinary field, aimed at extracting valuable 

knowledge from large databases [5]. At the core of the KDD [10, 11] process is the Data Mining 

step which embraces many data mining methods, one of them is clustering. 

 

Clustering is the process of grouping the data into classes or clusters, so that objects within a 

cluster have high similarity in comparison to one another but are very dissimilar to objects in 

other clusters [1]. Clustering approaches can be classified into partitioning methods, and 

hierarchical methods. Partitioning clustering algorithms compute a “flat” partition of the data 

into a given number of clusters, i.e. a unique assignment of each data object to a cluster. The 

number of clusters k is often a user specified parameter. There are several types of partitioning 

methods, optimization Based Methods, Distribution- (or Model-) Based Methods, Graph Theory 

Based Methods, Density-Based Methods. In this paper we are using Density- Based DBSCAN 

method [3]. 

 

The density-based notion is a common approach for clustering, used by various algorithms such 

as DBSCAN, DBCLASD, DENCLUE, and OPTICS [4]. All these methods search for regions of 

high density in a feature space that are separated by regions of lower density. DBSCAN [7, 9] 

was the first density-based spatial clustering method proposed to define a new cluster or to 

extend an existing cluster, a neighborhood around a point of a given radius (Eps) must contain at 

least a minimum number of points (MinPts), the minimum density for the neighborhood. 

DBSCAN starts from an arbitrary point q. It begins by performing a region query, which finds 

the neighborhood of point q. If the neighborhood is sparsely populated, i.e., it contains fewer 

than MinPts points, then point q is labeled as noise. Otherwise, a cluster is created and all points 

in q’s neighborhood are placed in this cluster. Then the neighborhood of each of q’s neighbors is 

examined to see if it can be added to the cluster. If so, the process is repeated for every point in 
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this neighborhood, and so on. If a cluster cannot be expanded further, DBSCAN chooses another 

arbitrary unlabelled point and repeats the process. This procedure is iterated until all points in the 

dataset have been placed in clusters or labelled as noise. 

 

II. Improved DBSCAN Algorithm 

When looking at the sample sets of points depicted in figure 1, we can easily and unambiguously 

detect clusters of points and noise points not belonging to any of those clusters. 

 

 

Fig. 1 Sample Databases 

 

The main reason why we recognize the clusters is that within each cluster we have a typical 

density of points which is considerably higher than outside of the cluster. Furthermore, the 

density within the areas of noise is lower than the density in any of the clusters [2]. 

 

The DBSCAN algorithm is a fundamental density-based clustering algorithm. Its advantage is 

that it can discover clusters with arbitrary shapes. The algorithm typically regards clusters as 

dense regions of objects in the data space which are separated by regions of low density objects.  

 

Recently, similarity queries on feature vectors have been widely used to perform content-based 

retrieval of images. To apply this technique to large databases, it is required to develop 

multidimensional index structures supporting nearest neighbor queries efficiently. Improved 

DBSCAN Algorithm, In order to enhance the performance of the DBSCAN algorithm suggest 
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using SR-trees for determining the Eps-neighborhood of an object. The SR-tree is similar to the 

R*-tree and SS-tree in a certain manner, namely, in both trees the distance equals between the 

root and the leaves, and the number of the children of each node is limited. To determine the 

Eps-neighborhood of an object its encapsulating region has to be determined, and the tree has to 

be traversed from the children of the object to the leaves. 

 

The SR-tree (Sphere/Rectangle-tree) had been proposed to outperform other index structures 

such as the R*-tree [8] and SS-tree. The SR-tree is an index structure for high-dimensional 

nearest neighbor queries. One of its most important features is that it integrates bounding spheres 

and bounding rectangles. A region of the SR-tree is specified by the intersection of a bounding 

sphere and a bounding rectangle. This enhances the performance on nearest neighbor queries 

especially for high dimensional and non-uniform data which can be practical in actual 

image/video similarity indexing. 

 

Fig. 2 The structure of the framework based on Master-Slave 
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The clustering algorithm is described as follow: 

 

• Step 1: The master loads the DARPA dataset. 

• Step 2: The preprocessing (cleaning) of data set is done by master i.e. collecting the 

necessary information to model. 

• Step 3: tf-idf stands for “Term Frequency, Inverse Document Frequency”. It is a way to 

score the importance of words (or “terms”) in a document based on how frequently they 

appear across multiple documents. 

• Step 4: The master equally divides the data set and distribute data to the number of slaves 

connected to the master. 

• Step 5: All the slaves perform Improved DBSCAN algorithm (using SR-Tree to 

determine nearest neighbor) simultaneously. Individually, the slaves generate the result 

and send the result to the master  

• Step 6: On receiving the result, master merge the homogenous cluster. 

• Step 7: final clusters are displayed after the merging 

 

III. Data Set 

 

In this paper, we get information of system calls firstly, and use tf-idf frequency [12-15] method 

to pretreatment that calculates values for each word in a document through an inverse proportion 

of the frequency of the word in a particular document to the percentage of documents the word 

appears in. We would make pretreatment process mapping for the text classification process. 

 

In the experiment, we extract a large amount of DARPA data sets [6] a total of approximately 

10,000 data as training data sample. We use the frequency of the system calls in the process, and 

ignore the context of system calls. We will greatly reduce the dimensions of the data in this way. 

The difference of characteristic between normal and abnormal behavior become greater through 

the above data processing methods. And not only makes a higher rate of true positive, but also 

decrease the rate of false positives. 
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IV. Simulation Results

 

To be clearer, we use two performance measures in our experiments. The true positive rate

(TPR) measures the percentage of correctly classified in the test set. The false positive rate (FPR) 

measures the percentage of classified in
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V. Conclusion 

 

This paper has investigated the use of Improved DBSCAN algorithm in analyzing the results of 

the performance measurements, the conclusion can be drawn that the clustering based on 

Improved DBSCAN algorithm achieves the higher recognition accuracy than other method. We 

get lots of data, and proved the validity of such data through the data pre-processing algorithm, 

we had done the preparatory work for future after the experiment. And we found an increase 

clustering algorithm which can dynamic rectify the profile. When we test the algorithm, it has 

special fast speed. 
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