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Abstract  

Weather forecasting is the software of technology and era to expect the country of the environment for a 

given region. ancient climate forecasting techniques usually depended on determined patterns of 

occasions, additionally termed pattern recognition. as instance, it is probably observed that if the sunset 

became mainly pink, the following day often added fair weather. right here, this device will expect 

weather based on parameters together with temperature, humidity, and wind. the person will enter 

modern-day temperature, humidity, and wind, machine will take this parameter and can expect climate 

(rainfall in inches) from previous information in the database (dataset). The function of the admin is to 

add previous weather facts in the database so that that gadget will calculate climate (estimated rainfall in 

inches) based totally on those statistics. climate forecasting system takes parameters inclusive of 

temperature, humidity, and wind and could forecast weather based on previous reports therefore; this 

prediction will prove dependable. This machine may be utilized in Air visitors, Marine, Agriculture, 

Forestry, navy, and military, and so forth 

 

Introduction 

Weather simply refers to the state of the air on Earth at a given place and time. It is a continuous, data-

intensive, multidimensional, dynamic and chaotic process. These characteristics make weather forecasting 

a huge challenge. Forecasting is the process of estimating unknown situations from historical data. 

Weather forecasting is one of the most scientifically and technologically challenging problems worldwide 

in the last century. Indeed, making an accurate forecast is one of the main challenges facing 

meteorologists around the world. Since ancient times, weather forecasting has been one of the most 

interesting and interesting fields. Scientists have tried to predict meteorological characteristics using a 

number of methods, some of which are more accurate than others. Knowledge of meteorology forms the 

basis of the science of weather forecasting, which revolves around predicting the state of the atmosphere 

for a given location. Weather forecasting as practiced by humans is an example of making judgments in 

the presence of uncertainty. Weather forecasts are often made by collecting quantitative data about the 

current state of the atmosphere and using scientific knowledge of atmospheric processes to predict how 

the atmosphere will evolve in the future. In the past few years, the need to expand knowledge about the 

cognitive process in weather forecasting has been recognized. For human practitioners, weather 

forecasting becomes a task whose details can be uniquely personal, although most human forecasters use 

common approaches based on meteorological science to solve the problems of this task. Weather 
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forecasting means predicting how the current state of the atmosphere will change. Current weather 

conditions are obtained by ground observations, ship observations, aircraft observations, radio soundings, 

Doppler radar, and satellites. This information is sent to meteorological centers where the data is 

collected, analyzed and processed into various tables, maps and graphs. Modern high-speed computers 

transfer thousands of observations to surface and aerial maps. Weather forecasts provide important 

information about future weather. Various techniques are used in weather forecasting, from relatively 

simple sky observations to highly complex computer mathematical models. The weather forecast can be 

one day/week or several months ahead. However, the accuracy of weather forecasts significantly exceeds 

the week. Weather forecasting remains a complex matter due to its chaotic and unpredictable nature. It 

remains a process that is neither quite a science nor quite an art. It is known that persons with little or no 

formal training can develop considerable predictive abilities. For example, farmers are often quite capable 

of making their own short-term forecasts of those meteorological factors that directly affect their 

livelihoods, and similar statements can be made about pilots, fishermen, mountain climbers, etc. Weather 

phenomena, usually of a complex nature, have a direct impact on safety and/or economic the stability of 

these persons. Accurate weather forecasting models are important for third world countries where all 

agriculture depends on the weather. Therefore, it is a fundamental problem to identify any trends of 

deviations of weather parameters from its periodicity, which would disrupt the country's economy. The 

threat of global warming and the greenhouse effect has exacerbated this fear. The impact of extreme 

climate events on society is increasingly costly, causing damage to infrastructure, injuries and loss of life. 

As practiced by a professionally trained meteorologist, weather forecasting today is a highly developed 

skill that is based on scientific principles and methods and that uses advanced technological tools. The 

remarkable improvement in forecast accuracy achieved since 1950 is a direct result of technological 

development, basic and applied research, and the application of new knowledge and methods of weather 

forecasting. High-speed computers, weather satellites, and weather radars are tools that play a major role 

in improving weather forecasting. Several other factors contributed significantly to this increase in 

forecast accuracy. One of them is the development of statistical methods to increase the range and 

accuracy of model predictions. Another is the improved observational capability provided by weather 

satellites. The third primary reason for the increase in accuracy is the continued improvement of the initial 

conditions prepared for the forecast models. Statistical methods make it possible to predict a wider range 

of meteorological features than models alone and adapt less geographically accurate model forecasts to 

specific locations. Satellites now provide the capability for near-continuous monitoring and remote 

sensing of the atmosphere on a global scale. The improvement in initial conditions is the result of an 

increased number of observations and a better use of observations in computing 
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Methodology 

4.2 Bayes Theorem 

 
Bayes’ Theorem finds the probability of an event occurring given the probability of another event that 

has already occurred. Bayes theorem is stated mathematically as the following equation: 

P(A|B)=P(B|A).P(A)/ P(B) 

 
Where A and B are events and P(B) is not equal to 0. 

 
● Basically, we are trying to find probability of event A, given the event B is true. Event B is also 

termed as evidence. 

● P(A) is the priori of A (the prior probability, i.e. Probability of event before evidence is seen). The 

evidence is an attribute value of an unknown instance(here, it is event B). 

● P(A|B) is a posteriori probability of B, i.e. probability of event after evidence is seen. 

Naive Bayes is a simple technique for constructing classifiers: models that assign class labels to 

problem instances, represented as vectors of feature values, where the class labels are drawn from some 

finite set. There is not a single algorithm for training such classifiers, but a family of algorithms based 

on a common principle: all naive Bayes classifiers assume that the value of a particular feature is 

independent of the value of any other feature, given the class variable. For example, a fruit may be 

considered to be an apple if it is red, round, and about 10 cm in diameter. A naive Bayes classifier 

considers each of these features to contribute independently to the probability that this fruit is an apple, 

regardless of any possible correlations between the color, roundness, and diameter features. 

For some types of probability models, naive Bayes classifiers can be trained very efficiently in a 

supervised learning setting. In many practical applications, parameter estimation for naive Bayes 

models uses the method of maximum likelihood; in other words, one can work with the naive Bayes 

model without accepting Bayesian probability or using any Bayesian methods. Despite their naive 

design and oversimplified assumptions, naive Bayes classifiers have worked quite well in many 

complex real-world situations. In 2004, an analysis of the Bayesian classification problem showed 

sound theoretical reasons for the implausible efficacy of naive Bayes classifiers. Still, a comprehensive 

comparison with other classification algorithms in 2006 showed that Bayes classification outperforms 

other approaches, such as boosted trees or random forests. 
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4.3 Advantages of using a Naive Bayes Algorithm 

 
● Very simple, easy to implement and fast. 

● If the NB conditional independence assumption holds, then it will converge quicker than 

discriminative models like logistic regression. 

● Even if the NB assumption doesn’t hold, it works great in practice. 

● Need less training data. 

● Highly scalable. It scales linearly with the number of predictors and data points. 

● Can be used for both binary and multi-class classification problems. 

● Can make probabilistic predictions. 

● Handles continuous and discrete data. 

● Not sensitive to irrelevant features. 

 

 

4.4 Disadvantages of using a Naive Bayes for classification- 

 
● Very strong assumption on the shape of your data distribution. 

● Data scarcity. 

● Continuous features. 

● Incomplete training data. 

● Continuous variables. 

 

Apendix(code) 

from functools import reduce 

import pandas as pd 

import pprint 

class Classify(): 

    data = None 

    class_attr = None 

    priori = {} 

    cp = {} 
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    hypothesis = None 

    def __init__(self,filename=None, class_attr=None ): 

        self.data = pd.read_csv(filename, sep=',', header =(0)) 

        self.class_attr = class_attr 

    def calc_priori(self): 

        class_values = list(set(self.data[self.class_attr])) 

        class_data =  list(self.data[self.class_attr]) 

        for i in class_values: 

            self.priori[i]  = class_data.count(i)/float(len(class_data)) 

        print ("Priori Values: ", self.priori) 

    def get_cp(self, attr, attr_type, class_value): 

        data_attr = list(self.data[attr]) 

        class_data = list(self.data[self.class_attr]) 

        total =1 

        for i in range(0, len(data_attr)): 

            if class_data[i] == class_value and data_attr[i] == attr_type: 

                total+=1 

        return total/float(class_data.count(class_value)) 

    def calc_cond_prob(self, hypothesis): 

        for i in self.priori: 

            self.cp[i] = {} 

            for j in hypothesis: 

                self.cp[i].update({ hypothesis[j]: self.get_cp(j, hypothesis[j], i)}) 

        print ("\nCalculated Priori Probabilities: \n") 

        pprint.pprint(self.cp) 

    def classify(self): 

        

print("*****************************************************************************

***") 

        print ("Result(Calculated Posterior Probability): ") 

        for i in self.cp: 

            print (i, " ==> ", reduce(lambda x, y: x*y, self.cp[i].values())*self.priori[i]) 
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if __name__ == "__main__": 

    c = Classify(filename="Experiment3.csv", class_attr="condition" ) 

    #p=input() 

    q=input("Enter dew point : ") 

    r=input("Enter humidity : ") 

    s=input("Enter pressure : ") 

    t=input("Enter wind angle : ") 

    u=input("Enter wind direction : ") 

    c.calc_priori() 

    c.hypothesis = {"dewpt":q, "humidity":r , "pressure":s , "windangle":t , "winddir":u} 

 

    c.calc_cond_prob(c.hypothesis) 

    c.classify() 

 

Output 
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